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Subject:

How to analyze SEE Electrical PLM V4 service interruptions

Description:

This document describes how to analyze situations when all users seem to be blocked simultaneously on one product family.
It is reserved to IT support having access to the SEE Electrical PLM V4 application and database servers.

Our proposed solution:

Method for problems analysis with SEE Electrical PLM V4R7 and later versions (application server and connected

applications).

1 - Characterize the problem at client level

1.1 - What is the problem at client level?

- the client session is alive, but all functions fail, typically with message "Transaction failed".
This case is characteristic of a loss of the connection to the application server
Check the problem at application server level (see below)

- the client still works properly, but no new client can be started
See below

- all clients work properly, but extremely slow
Check the problems at application and database server levels.

- does the same problem occur on different client computers?

1.2 - In case of problem to start a new client
- What messages do you get:
- at client level (report the message displayed to the user)?
- in PLM Hub logs (report the messages in the log as defined under the Hub Configurator)?
- Is the problem similar with Topology, Device Manager and Administration Tool?
- If messages suggest a problem to connect to the PLM Hub
- check the network connection
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on Component Services icon).

2 - Characterize the problem at application server level

2.1-1s the PLM Hub com+ component service still running?
To be checked on the PLM Hub A/S computer, under the component services (see Control PanelAll Control Panel Items\Administrative Tools and double click

Its name depends on the version, but is prefixed by "SEE ELECTRICAL HARNESS PLM HUB".

Co
%. File Action

e« 7E XE G| B L [Pz

View Window Help

mponent Services

[ Console Root
4 %2 Component Services
4 [ | Computers
4 My Computer
I || COM+ Applications
p [ DCOM Config
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b || Distributed Transaction Coordinator
i f2] Event Viewer (Local)
I L Services (Local)
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2
System
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2.2 - if stopped
It means the application server service was

2.2.1 — Check the application server log

stopped, probably unexpectedly.

Under the Hub configurator, there is an option to save execution logs of the application server to file:
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SEE Electrical PLM ® - Hub Configurator = B X

m

Log type: Log using File -

[

Application Server
Status Settings
Tools
Electrical Database Attribute Value E
Electrical Equipment Database Folder DA\Temp\PLM Hub Logs -
Environment
SEE PDM Connect

Security

Level 3: Information -

- v v v ¥

Logs

(these are our recommended settings).
Check if a log file has been generated, and if so, sent it to IGE+XAO support, it may contain some important information.

Note that the error level 1 is correct in most of the cases, level 3 can be used in case of recurrent problems.
Higher levels can be used, but may have a significant impact on the performance of the service. Do not use them without request from IGE+XAO.

2.2.2 - Is there a dump of the PLM application server?
In case of crash of the application server service, it is possible to have a dump generated automatically.

There are several possibilities to find the dump file:
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. File

Action  View Window Help

First, the dump could be found at the position defined by the parameter in the properties of the COM+ service.
If necessary, enable this option at the COM+ service level, as shown below:

o= 2E XE G| B | O [

Console Root
4 B Component Services

&

a [ Computers COM+ COM+ QC COM+ COM+ SEE
4 (K My Computer Explorer Dead Lett... Utilities (NahJ= e ELECTRICAL
b 7 COM+ Applications me&;z
b [*] DCOM Config 19 T
- [ Running Processes System e '
I [ Distributed Transaction Coordinator || Application port
i f2] Event Viewer (Local) Start
[x Qﬂ Services (Local) Shut down
Delete
Dizable
View 3
Properties

General Activation

| queuing

Advanced Dump

Pooling & Recycling

The Process Image Dump feature allows the user to dump a
static image of this application. This image can be loaded in
the "windba" debugger for analysis at a later time.

Image Dump Directory

“eystemroot % \system 32 comdmp|

Maximum Mumber of Dump Images

mﬂ MNOTE: Older images will be overwiten
[~] when this number is reached.
Enable Process Image Dump

[ [w] Enable Image Dump on Application Faut ]
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Second, there could be a dump in the following directory:
C:\ProgramData\Microsoft\Windows\WER\ReportQueue.

It may contain some sub-directories referring to the name of the process for which an event report has been generated.

In case of PLM Hub problems, it should refer to the “dllhost.exe” process.

Such a sub-directory may contain dump files suffixed by “.hdmp”. Note that such a file may also be missing. It seems that it can be in case of very similar
events already reported by the Windows Event Report system.

To avoid this case, it is possible to customize the Windows reporting mechanism, and force dumps whenever possible.

See the explanations in this discussion:

https://blogs.msdn.microsoft.com/chaun/2013/11/12/steps-to-catch-a-simple-crash-dump-of-a-crashing-process/

To apply this method to the case of PLM Hub, you need to update the registries of the PLM Hub computer to create this key:

[HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\Windows Error Reporting\LocalDumps\dllhost.exe]

"DumpCount”=dword:00000005

"DumpType"=dword:00000002

"DumpFolder"=hex(2):44,00,3a,00,5c,00,54,00,65,00,6d,00,70,00,5¢,00,43,00,72,\
00,61,00,73,00,68,00,44,00,75,00,6d,00,70,00,73,00,00,00

“Dumpfolder” represents the path to the folder where dump files should be created.

In case there is a dump, please provide the full ReportQueue sub-directory and the dump to IGE+XAO for analyze.
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Third, the dump could be found using the control panel

For this, open the Action Center in the control panel:

ontrol Panel’ All Control Panel Items', Action Center

Gev |P +| Control Panel = Al Control Panel Items + Action Center

+ i I Search Contral Panel

File Edit Wiew Tools Help

Control Panel Home Review recent messages and resolve problems

Action Center has detected one or more issues Far wou b review,
“hange Action Center settings

'E‘-B' Change User Account Contral

setkings Security

Vigw archived messages
Maintenance

-

Check for solutions to unre;{i&d problems

There are problems on wour compuder that hawve nok been reported to Microsoft, Some
of these problems might have solutions available,

Ignore this message

Check For solutions |

Vieww problems ko report

Troubleshooting
Find and fix problems

Click on the “View problems to report” link (not active if no interesting problems).The following window appears:
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Control PanelAll Control Panel Items", Action Center

Check For Solutions

va |'P’ ~ Conkrol Panel = all Contral Panel Ikems ~ Action Center = Check For Solutions

- |‘i]] I Search Control Panel

Check for solutions to these problems

windows will send a description of each problem to Microsoft and look for steps wou can bake bo solve it Sending information about problems also helps create solutions.,

¥ Select all

Source

| Summar

| Date =

| Details

|EEDM Surrogate

COM Surrogate

[E7Driver software installation {(4)

Driver software installation
Driver software installation

Driver software installation

Look at possible “COM surrogate” problems. If any corresponding to the date/time of the PLM Hub problem, click on the “View technical details” link. The

following window opens:

Stopped warking

[;al Diagnostics Troubleshooting Wizard (2)

Diagnostics Troubleshooting Wizard  Problem not Fixed
Diagnostics Troubleshooting Wizard  Problem not Fixed

Installed qeneric driver software
Installed qeneric driver software
Installed qeneric driver software

ZB/06/2013 12:15

05042014 11:53
05042014 11:53

02/06/2014 15:05
02/06/2014 15:05
16/07}2015 12:25

Wi bechnical det...

View bechnical det...

View bechnical det...

View bechnical det...

View bechnical det...

View bechnical det...
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* Control Panel'all Control Panel Items Action Center', Problem Details

Q( ;]v |P - Contral Panel = Al Control Panel Tkems ~ Action Center + Problem Details

IE COM Surrogate

Problem Date Status
28/06/2013 12:18

- m I Search Control Panel L]

Stopped working Mok reported

Description

Faulting Application Path: CihiwindowsySvstem32idlhost, exe
Problem signature

Problem Event Mame: BE®64

Application Mame; dilhost, exe
Application Yersion: 6,1.7600.163585
Application Timestarmp: 455bcas4

Faul: Module Mame: StackHash_déc3
Fault Module Version: 0.0.0.0

. C:Usersiufictestspmplm®, AppDatat Local', Temp' 2" WERD7BA.tmp

Fault Madule Timestamp: 00000000 o =
Exception Offset: 0000000001ddFs20 \ )\ ) | . = UFrcTestSPMPLM ~ AppData - Local » Temp + 2 - WERDTBA.tmp - m I Search WERD7BA.kmp !’_]
Exception Code: cO000o0s = —

Exception Data: 0000000000000008 Organize ¥  Includeinlibrary v Sharewith Mew Falder = ~ [ @&
O35 Yersion: 6.1.7601.2,1.0.274,10 -
Locale ID: 1036 . - )
Additional Information 1: dec3 i Favorites ENTE | Cefio raal iz Tvpe | STz

Additional Information 2:

dEC3E002700eeaa9098 702332404549

Additional Information 3: . AppCompat.kxt 28/06/2013 12:18 Text Document 4
additional Infarrmation 4 G4eeclf9854501dFd5179d01 70295032 d-g_Libraries || memory.hdmp | 26/06/201% 12:18 HDMP File 172 132
| D t —
Files that help describe the problem B pEImens | minidump.mdmp 28/06/2013 12:18 MOMP File 12 693
AppCaompat.kxt J‘ Music =
WERInternalMetadata.xml &) Pictures |2 WERInkernalMetadata, xml 28/06/2013 12:18 ¥ML Dacurient 4
memory,hdmp _
minidurp. mdrmip B videos
B y
?_s Wiew a bemporary copy of these files ) 8 Computer
5 reat caused the problen, opening "
‘7_« Local Disk (C:)
w Data (P}
Learn how o report problems and check For solutions automatically.
Read our privacy statement online ﬁ"‘; Metwork
D Copy to clipboard d I LI

4 itermns

You can then see a number of information about the problem, especially if there is a dump or other files attached to the event. Click on the “See a temporary
copy of these files” link. A dump file may be visible in the opened window.

Fourth, the dump could be at the position defined under the Microsoft Debugdiag tool, in case this tool has been started to monitor the crashes.

Whatever the case, if there is a dump file, please provide it to IGE+XAQO support, there has probably been an A/S crash.
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2.2.4- Try to restart the service manually.
If the Windows COM+ component services application cannot be started:

- You may have a problem with database connection. Please test them under the Hub Configurator, to make sure the database is still accessible from the Hub.

&5 SEE Electrical PLM ® - Hub Configurator = | e

Search Electrical Database - Status

4 Application Server

Status Server Name LTFRCTP150408
Tools Database Name SEE_FDB

4 Electrical Database Version 4710202001 (current)
|Status || Customization ECF EC120
Connection Program Name g5
Create New
Tools

. . Refresh
4 Electrical Equipment Database

Status

Connection
* Environment
» SEE PDM Connect

In case of problem, see the part about the database server.

- You may have a problem at Windows level (some Windows service not running properly, typically).
You may need to restart the application server computer. You may also check the Windows events for some information about the problem.

If it can be restarted, maybe all is unblocked now. Check with the applicative users.
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2.3 -If running

2.3.1-itis possible that Hub was stopped then restarted automatically.

Like in the case of application server stopped above:

- Check the PLM Hub log as described in point 2.2.1. If level of the log was 3, you can see a new log at the time it was restarted.
- Check if a dump was generated, as described in point 2.2.2.

2.3.2 - if you believe the Hub was not restarted automatically

Two possible problems:

- Hub is running normally, but is waiting for processes to finish at database server level.

Maybe there is a performance problem at database level. See the part about the database server.

- Hub is running but more or less frozen (new clients cannot be started, already connected ones have no activity).

Then it is necessary to dump the application server service.

It can be done under the task manager: dump the 64bits dllhost process which owner is not "system", as shown in this image:

= Task Manager - [o|Tx

File Options  View

| Processes | Performance | Users| Details |Ser~.rices|

MName - PID Status User name CPU  Memory (p.. Description ~
¥ ccSvcHst.exe 1508 Running SYSTEM 00 8583 K Symantec Service Framewark
¥ ccSveHst.exe 1004 Running ufrctestSpmPlm 00 1724 K Symantec Service Framework
B conhost.exe 1536 Running SYSTEM 00 664 K Console Window Host
51 csrss.exe -— Running SYSTEM 00 1148 K Client Server Runtime Process
B csres.exe 512 Running SYSTEM 00 780K Client Server Runtime Process -
51 csrss.exe 3076 Running SYSTEM 00 1164 K Client Server Runtime Process -
8 DbgSve.exe 1272 Running SYSTEM 00 3068 K Debug Diagnostic Service
57 dllhost.exe 2500 Running SYSTEM 00 4288 K COM Surrogate
8- dllhost.exe 4962  Running UFreEc2 00 31368 K COM Surrogate
BT dwm.exe 820 Running DWM-1 End tazk Desktop Window Manager
57 dwm.exe 3476  Running DWM-2 End process tree Desktop Window Manager
= explorer.exe 3336 Running ufrctestSpmPin o Windows Explorer
8- hasplms.exe 1320 Running SYSTEM Set priority * | Sentinel LDK License Manager Service
|£]java.exe 1516 Running SYSTEM Set affinity Java(TM) Platform SE binary
5 LogonUl.exe 212 Running SYSTEM Analyze wait chain Windows Logon User Interface Host
B |sass.exe 364 Running SYSTEM UIAG vniualeation Local Security Authority Process

ﬁmmc.ae 3780 Running ufrctestSprmPln i Microsoft Management Console

B mmc.exe 7912 Running ufrctestSpmPin Microsoft Management Conscle

G mesdte.exe 2816 Running METWORK SER] Open file location Microsoft Distributed Transaction Coordin
|§| RCCMDTray.exe 2452 Running ufrctestSpmPin Search online Generex

Note that you may have additional dllhost.exe *32 processes, that are side processes of PLM Hub. Dumps should not be generated for them, only for the *64
one.
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3 - Characterize the problem at database server

3.1-is the SQL server still running?
- To be checked under the SQL server Management studio. If not, it explains why the PLM Hub A/S does not work.

File Edit View Debug Teols Window Community Help

P New Query | [y |y i | Oy |5 I |

Connect- 33 &1 w 7 [F] &
=] SVFRCTECHDET (SOL Server 10.30.1600 - Connect...
= Datab.ass Disconnect
L3 Security .
[ Server Objects Register...
[ Replication e
[ Management
[ SOL Server Agent Activity Moniter
Start
Stop
Pause
Resume
Restart
Deploy Data-tier Application...
Policies »
Facets
Start PowerShell
Reports »
Refresh
Ready Properties

3.2 - If it seems to work too slowly

- Check the DB/S computer resources (memory, disk space for the EDB database but also the temporary tablespace, disk activity)...

- Check if some SQL processes are running on your EDB database, using the Activity Monitor typically.You should see a number of SQL processes in
“RUNNING” state, at least one.

Maybe one process is long and blocking the other ones (concurrent engineering problem at DB/S level).
It is good in this case to record an SQL trace of the activity during 5 minutes, using the SQL Server Profiler.
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Trace settings to be used are the following:

Events: important to select only those that are necessary, to avoid too big traces that can create a disk space problem.
There can be the typical ones: Audit Login, Audit Logout, ExistingConnection
But we are interested mostly in these ones:

- Stored Procedures
I~ RPC Output Parameter
I+ RPC:Completed
[ RPC:Starting
[¥ SP:Completed |
[T SP:Recompile

¥ SP:Starting

¥ SP:StmtCompleted

[¥ SP:SimiStarting
- TSAQL

[ Exec Prepared SQL
[~ Prepare SQL

[¥ SQL:BatchCompleted
[¥ SQL:BatchStarting

Columns:

Events | TextData | ApplicationName | NTUserName | LoginName | CPU | Reads | Writes | Duration | ClientProcessl|D | SPID | StartTime | EndTime | Databasel
A r I r r I I r r

Events 13| EndTime 1 DatabaseName | Error | RowCounts 1 I

Filters: to trace only the EDB database you are interested in, in case your server is managing others at the same time.

12/16



-
ngconnet rrace Properties R — ” = —— TE—— . T — - | PY '.|"
"|gConne: o it saa ) sk ssisositissi W i il it e k2
ngConne: General Events Selection W
stop
= reasacamplete list, selectthe "Show all events” and "Show all columns” options.
Edit Filter ]
T li_ |EndTi_ | BinayD | Databas . | DatabaseName | Err_ | EventSeque . | EventSubCl_. | Gi
BinaryData — DatabaseName
ClientProcessID . MName of the database in which the
CPU statement of the user is running. ! r 4 “ m
DatabaselD | ~ v B B
¥ DatabaseMame | - n
Duration r r v - n
e e i
Error
EventSubClass - ’ ¥ ¥ ~V u n i
Groupd = L e B ]
HostMame | I ] u ﬂ L
IntegerData [ Mot like ' 3 - m
IntegerData2 o
IsSystem
LoginMame
l_‘fﬂiﬂn_l_mﬂ el I_ Exclude rows that do not contain values b
[~ Show all events
v Show all columns
SR No data column selected. i
pped. Column Filters... |
Organize Columns... |

Run Cancel Help |

Send the trace to IGE+XAO support.

- if it seems no request is executed, there are several possibilities:

- There is no running query (A/S are maybe blocked and requested no task at DB/S level). See the part about A/S, a dump of the A/S is necessary in this
case.

- There is one or several running queries that take a long time to execute (performance problem or some kind of deadlock). See the part about A/S, a dump
of the A/S is necessary in this case.
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3.3 -in case some client processes seem to be hanging, analyze the DB/S state

Start those 4 queries on the database:
--1. list of processes

SELECT w.wait_duration_ms
w.wait_type
,w.blocking_session_id
,w.resource_description
,qry_text.text

,S.spid

,S.login_time

,S.last_batch

,S.Status

,S.blocked

,S.Cpu

,S.memusage
,S.program_name
,S.0pen_tran

,s.cmd

,S.stmt_start, s.stmt_end
,DB_NAME(s.dbid) as database_name
FROM sys.sysprocesses s

LEFT OUTER JOIN sys.dm_os_waiting_tasks w ON w.session_id = s.spid
CROSS APPLY sys.dm_exec_sql_text(s.sgl_handle) gry_text

--WHERE s.dbid in case of security constraints this query can be limited to selected database

ORDER by s.dbid, w.blocking_session_id DESC

FOR XML PATH
GO
--2. List of exec and statements

SELECT

er.session_id
,er.blocking_session_id
,er.status

.er.wait_type
.er.last_wait_type
,er.wait_time
,er.wait_resource
,er.open_transaction_count
,er.transaction_isolation_level
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,er.nest_level

,er.start_time

,DB_NAME(er.database_id) as database _name

,CASE

WHEN LEN(qgry_text.text) > 0 AND er.statement_end_offset - er.statement_start_offset >0 THEN SUBSTRING(qry_text.text, er.statement_start_offset / 2,
(er.statement_end_offset - er.statement_start_offset) / 2)

WHEN LEN(qry_text.text) > 0 AND er.statement_start_offset > 0 THEN RIGHT(qry_text.text, er.statement_start_offset / 2)
END AS s_statement

,er.statement_start_offset

,er.statement_end_offset

,qry_text.text

FROM sys.dm_exec_requests er

CROSS APPLY sys.dm_exec_sql_text (er.plan_handle) gry_text

ORDER by er.database _id, er.blocking_session_id DESC

FOR XML PATH

GO

--3. Input buffers

--DROP TABLE #Inputbuffer
CREATE TABLE #Inputbuffer(
id INT IDENTITY,
spid INT NULL,
EventType NVARCHAR(100) NULL,
Parameters INT NULL,
Eventinfo NVARCHAR(MAX) NULL
)
GO
DECLARE @spid INT
DECLARE @qry NVARCHAR(128)
DECLARE sysp CURSOR LOCAL STATIC FOR SELECT spid FROM sys.sysprocesses sp WHERE spid>=50
OPEN sysp
FETCH NEXT FROM sysp INTO @spid
WHILE (@ @FETCH_STATUS =0)
BEGIN
SET @qry = 'DBCC INPUTBUFFER (' + CAST(@spid AS NVARCHAR(50)) + ') WITH NO_INFOMSGS'
INSERT INTO #Inputbuffer (EventType, Parameters, Eventinfo)
EXEC (@qry)
UPDATE #Inputbuffer SET spid = @spid WHERE id = SCOPE_IDENTITY()

FETCH NEXT FROM sysp INTO @spid
END
CLOSE sysp
DEALLOCATE sysp
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SELECT * FROM #Inputbuffer FOR XML PATH
GO

DROP TABLE #Inputbuffer

GO

--4. Locks

SELECT tl.resource_type
tl.resource_associated_entity id

,p-object_id

,OBJECT_NAME(p.object_id) AS object_name_
tl.request_status

tl.request_mode

tl.request_session_id

tl.resource_description
,DB_NAME(tl.resource_database_id) as database_name
FROM sys.dm_tran_locks tl

LEFT JOIN sys.partitions p

ON p.hobt_id = tl.resource_associated_entity id
WHERE request_status !='GRANT'

ORDER BY tl.resource_database_id, tl.request_session_id DESC
FOR XML PATH

GO

And send the result to IGE+XAO support, with:
- adump of the application server service, to compare the A/S and DB/S states.

- The SQL server log, to check if there is no unusual event reported

3.4 - If DB/S seems to work properly
- we can think there is no problem at DB/S level. See the part about A/S, a dump of the A/S is necessary

16/16



